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We present an interactive animated agent system that mimics the
facial expressions of a person facing a webcam. Related studies
have pursued the same objective from a retargeting perspective, by
capturing the facial deformations of a source face to apply them on
a virtual character one frame at a time. Our system differs from
these approaches in that it works at the semantic level, and not the
morphological one. The system first captures the current facial con-
figuration of the user and recognizes his expressive state. The agent
then autonomously produces a facial expression based on the iden-
tified state, using its own deformation and dynamic characteristics.
This behavior is therefore referred to as mimicking instead of re-
targeting or cloning. Rigid head movements are also captured and
mimicked by the agent.

1 Facial Motion Capture

The markerless capture of the user’s facial configuration is based on
an Active Appearance Model (AAM) [Sattar et al. 2007]. AAM are
commonly used to describe the appearance changes of deformable
objects using geometric shape and texture information. They are
particularly well-adapted to facial deformations which cause both
shape changes (movement of the facial elements) and pixel inten-
sity changes (wrinkles). Our particular AAM model is trained on
a person-specific facial expression, and accurately tracks both rigid
head movements and non-rigid expressive deformations.

2 Facial Expression Recognition

The tracker’s output (a high-dimensional vector describing the cur-
rent facial configuration) does not have any semantic meaning. In-
terpreting the facial deformations implies converting this configura-
tion vector to a more meaningful representation, related to higher-
level concepts. Previous emotion recognition methods have tradi-
tionally relied on theoretical representations of human emotion [Ek-
man 1982]. These representations were associated to facial defor-
mation data through supervised learning. Instead, we propose a
more objective representation of emotional facial expressions, ex-
tracted from the data itself. We form an optimized 2D approxima-
tion of the nonlinear space of facial expressions, using a manifold
fitting technique on a database of expressive images [Stoiber et al.
2009]. The obtained 2D manifold can be unfolded to form a simple
yet consistent visual representation of the space of facial expres-
sions. Moreover, this representation is convenient for semantic in-
terpretations.
Our real-time imitation system eventually projects the high-
dimensional features detected by the AAM on the 2D manifold.
The result is displayed as a point on its disk-shaped unfolded rep-
resentation (see figure 1).

3 Facial Expression Synthesis

The disk-shaped intuitive representation of figure 1 can also be
used as a command interface for the virtual character [Stoiber et al.
2009]. The system can thus easily select target facial expressions
for the agent to display, according to the identified state of the user.
Ultimately, a dynamics-aware animation system computes the fa-
cial movements necessary to transition from the current expression
to the target one.
Our animation system relies on a collection of input-output nonlin-
ear motion models inspired by automatic control science. Any tar-
get expression can be given as input to the motion models, and the
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Figure 1: Snapshot of the real-time imitation system.
Facial deformations and head movements are captured on the hu-
man face (left), and facial deformation are interpreted as a point
in the simplified facial expressions space (top right). The virtual
character then reproduces the position and the expressive state of
the user (right) using its own motion models.

corresponding facial movements are outputted in real time; inputs
can be changed on-the-fly, providing a good reactivity to evolving
targets. The models’ parameters are learned from real facial motion
data, ensuring the naturalness of the produced animations. Our mo-
tion models also integrate a stochastic component that accounts for
the inherent variability of human motion.

4 Conclusion

Our embodied agent successfully mimics the expressions of the
user (see the accompanying video). Thanks to the recognition step,
the system does not just capture the facial deformations, but is able
to interpret them. Therefore, instead of simply imitating the user,
the agent could trigger more constructive reactions, such as express-
ing surprise when the user looks sad or angry. In real-world appli-
cations, other information channels such as speech or gaze direction
need to be accounted for. Our system would however help define
more realistic agent behaviors by efficiently handling the recogni-
tion and the synthesis of facial cues.
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